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ON REJECTION RATES OF
PAIRED INTERVENTION
ANALYS S COMMENT

Allan Stewart-Oatent

Murtaugh (2000, 2002) claims the Before-After,
Control-Impact (BACI) approach to assessment of
long-term local effects of a planned environmental al-
teration (such as a development) ignores serial corre-
lation and assumes the Control and Impact values
would have ‘“‘parallel trajectories” in the absence of
an impact.

In the BACI approach, observations are taken at the
altered (‘‘Impact’’) site at a set of times before the
alteration and another set after it, and matching ob-
servations are taken at one or more unaltered ‘* Con-
trol” sites, sufficiently near and similar to share major
natural events (e.g., weather, seasons) and respond in
similar ways, but far enough away for the alteration
effect on them to be negligible. A formal statistical
analysis compares the Before and After time series at
the Impact site, using the Control site values as con-
comitants, e.g., as covariates, or by adjusting each Im-
pact site value by subtracting the average of the cor-
responding Control site values. Here, | focus mainly
on the second approach, comparing the Before and Af-
ter time series of (Impact — [average of Controlg]).

Murtaugh (2000, 2002) criticizes this approach,
claiming it ignores possible serial correlation of the
between-site differences and assumes that Impact and
Control trajectories would have been exactly parallel
in the absence of an intervention. Both flaws would
increase the rate of false *‘ detection’ of animpact, i.e.,
make the chance of rejecting a true null hypothesis of
‘““no alteration effect’” greater than the nominal chance.
Murtaugh (2002) reports that RIA (randomized inter-
vention analysis), a nonparametric version of BACI
that compares the Before and After values of (Impact
— [average of Controls]) by a permutation test, rejected
the null hypothesis in 12 out of 61 data sets (20%)
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involving no known alteration. His own ‘‘two-stage”
procedure had no rejections for these data. (I do not
discuss his other results, for data sets with known al-
terations.)

I discuss these criticisms, arguing that BACI anal-
yses can, and usually should, allow for serial correla-
tion, and that “ parallel trajectories’ (previously called
“additivity’") is not required of the site values but only
of the means of a stochastic model of them. It can be
judged only by judging the whole model, especially
the assumptions about the stochastic errors, and is then
often plausible, at least as an approximation—which is
all we demand of other statistical models. Some of the
points have been made before, by Stewart-Oaten, Mur-
doch, and Parker (1986) and by Stewart-Oaten and
Bence (2001), henceforth abbreviated to SOMP and
SOB. | also argue that Murtaugh’s (2002) test results
have more plausible explanations than a tendency for
BACI to produce false positives. However, concerns
about additivity and correlation are not misplaced; |
discuss two of the most difficult of these problems, and
possible responses.

The Criticisms

Serial correlation.—The claim that this problem has
been ignored seems strange: it takes up nearly 20% of
SOMP (pp. 935-937). This mainly argues that serial
correlation in the Impact-Control differences might be
negligible compared to sampling error and uncorrelated
temporal variation if the Impact and Control sites have
similar-enough behavior, but an exampleisgiven where
the correlation is not negligible, and there is brief ref-
erence to methods allowing for it. Such methods were
used in several of the BACI-based analyses of the ef-
fects of the San Onofre Nuclear Generating Station
(Murdoch et al. 1989). Serial correlation is also dis-
cussed by Mathur et al. (1980) and at length by SOB
(e.g., pp. 313-318).

Positive serial correlation increasestheerror in effect
estimates and, if ignored, causes this error to be un-
derestimated. If there is enough synchrony between
Control and Impact site fluctuations, much of the serial
correlation at the Impact site could be eliminated in
the Impact—Control differences, or in an analysis using
Controls as covariates. This might reduce the error in
effect estimates, though it is not guaranteed to do so
because it also adds the unrelated variation and sam-
pling error in the Control site observations. It may have
more chance of reducing the underestimation of error,
by removing long-term fluctuations that are especially
hard to model and fit in the short series usually avail-
able for assessment.
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In principle, BACI analyses can include serial cor-
relation, of any structure, just as easily as any other
time-series analyses. In practice, the series are usually
short, so only simple models can be fitted. BACI’s po-
tential benefit is that, for suitable Controls, a simple
and weak (low order and low values) correlation struc-
ture or even independence may provide an adequate
(not perfect) representation for the differences. Wheth-
er it does so must be judged by biological and envi-
ronmental arguments, plots, analytical criterialike the
Akaike Information Criterion (AIC), tests like Durbin-
Watson, and other methods. Almost always, models
with at least first-order autocorrelation would need to
be considered. A worked example appears in Stewart-
Oaten (2002).

Parallel trajectories—This assumption is called
“additivity’” in SOMP (pp. 931-932) and SOB. It often
seems misunderstood. If the variable of interest is the
abundance of some species, three values must be dis-
tinguished. The observed abundance is usually an es-
timate based on a sample of the site. The *“ censused”
abundance is the value that would be obtained by an
error-free census of the entire site. The third value is
more abstract. The censused abundance is assumed to
be the outcome of a process involving births, deaths,
and migrations resulting from weather, predation, par-
asitism, disease, starvation, encounters with mates, be-
havioral choices by individuals and groups, etc. Being
unable to measure all these, or predict their effects
accurately, we model them collectively as ‘‘chance”
variation. This represents the censused abundance at
any time as a random variable. The mean of this var-
iable is the third value.

This is not a mean over time, but over possible out-
comes of the process, which is assumed to be repeat-
able. SOB (pp. 311-315) give a basis for this modeling
approach, in terms of predicted future abundances with
vs. without the alteration. We can write

SO = AD) + &) = ndt) +eft) + EH (1)

where S(t) is the observed abundance at time t and site
S AJt) is the censused abundance, £4t) is sampling
error, ng(t) isthe mean of A(t) over possible outcomes
of the abundance-producing process, and e(t) is the
difference, At) — pgt), due to chance variationin this
process.

Using | = Impact and C = Control (or average of
Controls), it is alteration-induced change in p,(t) that
is the target of the assessment. From Eq. 1 we have

I®) — CO) = pu® — pe® + &) — ect) + &1 (2

where &(t) combines the sampling errors. If we can
assume that () — pc(t) is constant within a period
(Before or After), the problem reduces to estimating
the Before-After change in this constant. It is this as-
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sumption which Murtaugh (2002) calls ‘*‘unreason-
able.”

By itself, it is not an assumption at al. In Eqg. 1 the
distinction between pg(t) and e4(t) depends on what
we choose to regard as ‘‘random’ (SOB, p. 315). We
can easily satisfy additivity by treating all temporal
variation as stochastic, so that pg(t) = pg a constant.
The additivity ‘“assumption’ arises only when we de-
scribe the distribution of the e4(t)’s, so it can be judged
only as part of the whole model: Is it biologically rea-
sonable, an adequate fit to these data, and in accord
with other relevant data?

The assumption Ag(t) = png + e5(t), where the &’s
are independent and identically distributed, would
surely be unreasonable in many situations, though there
might be exceptions, e.g., annual levels of ashort-lived
species, with no significant interactions with long-lived
species, in an areawith more weather variability within
years than between them.

But BACI's additivity assumption can follow from
weaker assumptions. The analysis need not be on raw
abundances—Iogs, reciprocal s or other transformations
could be used. The mean, pg(t), does not need to be
constant: it can have seasonal or other variation, pro-
vided thisisthe same at all sites. Models like log(S(t))
= ng + acos(2wt) + Bsin(2wt) + eg(t) + &g(t) might
reasonably represent multiplicative response to sea-
sonal variation if t is measured in years (SOMP, pp.
933-934). BACI does need a tractable error structure,
but this refers to the difference, ¢, (t) — ec(t), so would
be satisfied by eg(t) = dg(t) + U(t), where bg(t) is
tractable while ys(t) isthe samefor all sites. The general
requirement for the additivity assumption is that

f(S1) = ps + &(t, vo) + (1) + &) ©)

where f is a known transformation, ¢ is a time series
whose correlation structure is known except for the
unknown parameters, yg, I isafunction that is common
to all sites, and & is sampling error. Since {s cancelsin
the differences, there is no need to separate it into
deterministic and stochastic parts. For short time series
we need the correlationin ¢ to be weak, and the number
of unknown parameters in vy to be small.

Additivity is not a necessary assumption in BACI.
It is not used if Controls are used as covariates. Even
the ““difference”’ analysis, Eqg. 2, can alow variation
in the mean function:

) — f(CO) = g(t, B) + Ot N) + &0 (4)

where ®(t, ) = &(t, v,) — &(t, yo) from Eqg. 3, and
E(t) = & (1) — & (). Here, g is aknown function of the
unknown parameters, 3, and the *“ effect’”” is defined by
Before-After change in these. For example, g could
include linear or seasonal terms:
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g(t, B) = Bo + Bit + BSIN(2wt) + Bscos(2mt). (5)

Of course, specific choices must be made for f, g,
and the correlation structure of ® in Eq. 4. These choic-
es are unlikely to be exactly correct—just like as-
sumptions of normal data, straight-line regressions, ad-
ditive treatment effects and random samples in other
models. Given the difficulty of defining frequentist
probability, a *‘correct’” stochastic model may be not
just nonexistent but indefinable. It is a statistical adage
that ‘“all models are false but some are useful”’ (e.g.,
Chatfield 1995: 428): they make biological sense, fit
the data, and address the question of interest. Burnham
and Anderson (1998) give agood account of frequentist
methods for assessing models, and of modeling phi-
losophy in general. Since the additivity assumption ap-
plies only to the underlying process, is flexible with
respect to transformations, additional functions of time,
and covariates, and does not require perfection, it
seems unreasonable to call it **unreasonable.”

Sites as ‘‘units’.—Murtaugh (2002:1752) hints at a
criticism that has been taken seriously by others: ‘‘ sta-
tistical inference based on a single pair of units seems
impractical ....” SOB (pp. 322, 326, and ‘' The basis
for inference” [p. 327]) point out that assessment is
the comparison of Before and After conditions at the
Impact site. A major part of the evidence for these
conditions is the Before and After time series at this
site. Their effective “‘units”’ are times, though these
must usually be treated as dependent. Sites are not
“‘units”’ any more than are other potential covariates,
like rainfall.

The Test Results
Murtaugh (2002) used the BACI model

1) — CO =\ + m( (6)

on 61 data sets involving no known intervention. This
is Eq. 2 with A = p,(t) — pc(t) and m(t) = () —
ec(t) + &(t). He found a “‘significant” Before-After
changein \ in 12 cases when the n’s were assumed to
be independent and identically distributed, and in 9
cases where they were assumed to follow the autore-
gressive with one step (AR(1)) model

n@® = pn(t - 1) + at) ()

where the a's are assumed to be independent and iden-
tically distributed. These false *‘detection’ rates, 20%
and 15%, are well above the nominal 5%, but there are
several explanations other than failure of the BACI
approach.

If the 61 tests were independent, and each had a 5%
chance of ‘“‘significance,” then the number of signifi-
cant cases should be about 3, with 1 sb = 1.7. Thus
either 12 or 9 is much larger than would be expected
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by chance. But the tests are not independent. They
include 42 pairwise comparisons of seven Wisconsin
lakes with respect to two response variables; eight of
these comparisons are ‘‘significant,”” but all eight in-
volve asingle lake, TB. Without this |ake, there would
be 4 significant tests out of 49—still greater than 5%
but not “significantly’” so if we regard these tests as
independent (2.45 = 1.53 [mean * 1 sD]).

All the tests used untransformed data. Whether this
was appropriate cannot be judged without more infor-
mation, but the combination of additivity and simple
correlation structure may require log or other trans-
formations. Murtaugh’s (2002) Figs. 2A and 3B and C
seem to support this. If the appropriate transformation
is very different from the one used (in this case, none),
the ““y(t)” of Eqg. 3 varies among sites and may not
approximately cancel in the difference, I(t) — C(t). In
long Before-and-After time series the main effect of
this may be an increase in unexplained variation, and
thus a decrease in power; but in short series, it may be
an increase in bias and ‘‘ false positives.” For example,
there may be bias if seasonal variation is not allowed
for and cancels poorly, and the fraction of winter ob-
servations is higher in the Before period than in the
After period. If large natural fluctuations with long-
lasting effects cancel poorly in the Impact—Control dif-
ferences, then they can function as ‘' effects’”: one or
two of them can dominate one part of the series (Before
or After), making it ‘‘significantly’’ different from the
other part. Both problems are more likely if the series
are short. Only 2 of Murtaugh’s (2002) 61 ‘‘ no impact”
series (data sets | and M in his Table 1) use Before and
After periods of two years or more.

Murtaugh’'s AR(1) structure gives some protection
against these problems, but it may be weak. When the
series is short, the standard estimate of p in Eq. 7 is
biased low so the t test has too many false positives
even when adjusted for correlation (Bence 1995). Mur-
taugh'’s (2002) test, using permutation of residualswith
the same adjustment, seems likely to have the same
problem. Of course, this is a problem for the BACI
procedure also, just as it is for any method requiring
adjustment for serial correlation in a short series.

The AR(1) structure may also be too simple for the
autocorrelated case, whose simplest form may arise
when I(t) and C(t) both have the form of Eq. 3, with
&, (1) and ¢ (1) satisfying Eq. 7. Then &, (t) — dc(t) is
AR(1) if the p’'s of Eq. 7 are the same, and autore-
gressive moving average (ARMA) (2,1) otherwise; the
BACI errors, ¢, (t) — dc(t) + &(t), arethen ARMA(L,1)
or ARMA(2,2) respectively. In practice, such theoret-
ical arguments should not get too much weight, but
they do show that the BACI errors may be more com-
plicated than AR(1).
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Discussion

Murtaugh’s (2000, 2002) objections to BACI are
based either on an oversimplified version or on mis-
understanding, and his test results have likely expla-
nations other than BACI yielding too many false pos-
itives (or badly underestimating the standard errors of
effect estimates), when properly used. This removes
the basis for Murtaugh’s conclusion that statistical in-
ference should not be attempted with BACI data, and
‘‘graphical displays, expert opinion and common
sense’’ be used instead (Murtaugh 2002:1758).

This conclusion also seems an abdication of respon-
sibility. Graphs and experts have important roles in
inference; both can help us choose among models and
among possible causal explanations, and help clarify
complicated conclusions. However, both can be quan-
titatively vague and usually downplay the uncertainty
of conclusions. In many cases, both sides can find sup-
porting graphs and experts (especialy if thereisafee),
in part because we lack clear principles for resolving
disputes among them. ‘**Common sense’’ is too often
arhetorical refusal to look beyond the superficial. Sta-
tistical inference, though far from perfect, has gone far
towards overcoming these weaknesses—properly car-
ried out and explained, it can be thought of as a sys-
tematized, objective form of common sense. Most of
its disputes are about models, where differences can
be clarified and narrowed, if not always resolved. If
scientists reject the use of these tools, environmental
decisions will still be made—but not as objectively or
as well.

However, BACI is not problem-free (SOB, pp. 322
and 334). Murtaugh’s concerns about additivity and
correlation are not insolvable but must be addressed in
any implementation. Two problems seem especially
difficult; both are related to a main purpose of BACI,
to reduce therole of large, long-lasting natural changes,
which are hard to model, can mimic alteration effects,
and add greatly to the uncertainty of effect estimates:

(1) The choice of transformation, or more generally
of the model linking p,(t) and the wc(t)’s and other
covariates, will be based on biological arguments and
the within-period time series, especially the Before se-
ries. Often, too little is known for biological arguments
to narrow the choice very much. The data may not help
much either, if the w(t)’s vary little within periods; it
may be hard to choose between (say) ““w,(t) — pc(t)
= constant”” and ‘‘log(p, (t)) — log(p.c(t)) = constant.”
But the wrong choice might give misleading conclu-
sions if there is a large regional change between the
Before and After periods, just as a straight line can fit
a nonlinear function well over a small range but be
misleading when extrapolated over a large one. Even
here, an imperfect BACI model is likely to do better
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than an analysis using no Control sites at all, especially
if several models or transformations are used and give
similar answers, but BACI results need to be treated
with special caution if the Controls show a greater dif-
ference between periods than within them.

(2) With the right model, BACI reduces contami-
nation from large, long-lasting changes as long as they
are broad enough to affect both Impact and Controls
similarly. Local changes that affect Impact and Con-
trols very differently remain a problem. They are part
of the BACI model’s chance error, so part of the error
in effect estimates, whose variances will be underes-
timated if they are not properly accounted for. Short-
lived local changeswill affect results much as sampling
error does: they make confidence intervals wider and
tests less powerful, but should not make confidences
or P values inaccurate. Long-lived local changes will
also contribute to variance estimates, but may still
cause underestimation if the correlation they induce is
underestimated or is more complex than our model
allows. Local changes that are large, long-lasting, and
rare (e.g., other human disturbances) are a special prob-
lem. If one of these occurs during the Before or After
period, it plays the role of an outlier, inflating the var-
iance estimate. If none occur within a period, the var-
iance estimate is too small: it does not allow for the
possibility of an occurrence between the periods, which
can mimic an alteration effect. Such changes could
explain some of Murtaugh's (2002) test results, a
change at lake TB could explain 8 out of 12 of them.
Murtaugh’s (2000) two-stage procedure is an attempted
cure, but it uses the separate site averages, which BACI
avoids because they are affected by fixed site differ-
ences and by large, region-wide temporal variation.
There are other possihilities. Part of any assessment is
construction of the biological ‘‘story’’: Do the size and
spatial pattern of apparent alteration effects make sense
physiologically and ecologically? If sometypes of local
changes are known to occur but are not included in the
model, there may be ‘‘signals”’ that indicate them, like
changes in chemicals, other species, or spatial patterns
of changes among the Controls. It may also be possible
to use estimates of the temporal and spatial rates of
particular types of potentially confounding changes in
the region over recent years to modify (decrease) the
confidence with which an apparent effect is attributed
to the alteration.

These problems and others (many related to model
uncertainty) show that inferencesfrom BACI assessments
need caution. BACI is not alone in this. Cox (2001) com-
ments that, in model-based inference generally, *‘ signif-
icance tests, confidence intervals (etc.) ... indicate the
uncertainty that would apply under ... idealized con-
ditions and as such are often lower bounds to real un-
certainty” (p. 217) and that *‘representations of under-
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lying process have to be viewed with ... caution, but
this does not make them fruitless” (p. 218). So too with
BACI.
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ON REJECTION RATES OF PAIRED
INTERVENTION ANALYSS REPLY

Paul A. Murtaugh?*

Stewart-Oaten (2003) criticizes my paper on paired
intervention analysis (Murtaugh 2002) on several
grounds. By ‘‘paired intervention analysis”” | mean be-
fore—after, control-impact (BACI) analysis and ran-
domized intervention analysis (RIA) applied to data
from a single pair of ecological units.

The problem of serial correlation

Increasing numbers of authors are looking for, and
attempting to adjust for, serial correlation (Hewitt et
al. 2001, Levin and Tolimieri 2001, Rumbold et al.
2001, Zimmer et a. 2001), but many others continue
to overlook the problem (Basset et al. 2001, Guidetti
2001, Guillemette and Larsen 2002, Roman et al. 2002,
Rybczyk et al. 2002). They may have good reason: it
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iswell known that modeling serial correlation requires
large numbers of observations—more than are col-
lected in the typical BACI study. For example, Ramsey
and Schafer (2002:454) feel that, with n < 50, the usual
tools for adjusting for serial correlation ‘““‘are unlikely
to yield reliable results.”

The key result of my paper is that, even after ad-
justment for serial correlation, the rejection frequency
for pairs of units receiving no intervention is still 3
times the supposed 0.05 level of the tests (my original
Table 2). The small reduction in false-positive rate ef-
fected by the serial-correlation adjustment suggests
there are more fundamental problems with the BACI
approach.

Parallel trajectories

A. Stewart-Oaten defends the assumption of parallel
trajectories of the responsein the two units (also called
“additivity’’). His models for the observed abundance
at timetin site S (Stewart-Oaten et al. 1986, Stewart-
Oaten and Bence 2001, Stewart-Oaten 2003) all take
the general form

Ys(t) = ps(t) + error (1)

where p.5(t) is the expected value of abundance at time
t, or, in Stewart-Oaten’s (2003) parlance, the ** mean of
[censused abundance] over possible outcomes of the
abundance-producing process,” with ** censused abun-
dance”’ meaning ‘‘the value that would be obtained by
an error-free census of the entire site’’; and the error
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is ‘‘due to chance variation in this [abundance-pro-
ducing] process’ plus sampling error (Stewart-Oaten
2003).

Much has been made of the nature and labeling of
the components of variance of the error term (e.g., see
Murtaugh 2000, Stewart-Oaten 2003), but this is per-
haps academic, given that the components cannot be
separately estimated from the single time series of be-
tween-site differences available from the simple BACI
design. It is of course necessary to specify the co-
variance structure of the errors in order to attempt sta-
tistical inference, but debates over details of that struc-
ture divert attention from what | feel is a more im-
portant issue.

If an intervention with effect 3 is applied to site | at
timet*, Eg. 1 impliesthat the differencesin abundance
between sites | and C can be written as

Yi() = Ye® = mi(t) — pe(t) + 8 X1t >t¥)
+ error 2

where I(t > t*) is 1 for times greater than t* and zero
otherwise. The error term here is a composite of the
site- and time-specific errorsin Eq. 1.

The BACI estimate of the effect of the intervention is

8 = (average post-intervention difference in observed
abundances between the two sites)
— (average pre-intervention difference in
observed abundances between the two sites).

(©)

Given the model in Eq. 2, it’s clear that the expected
value of § is

E(S) = 5 + (average post-intervention differencein
expected abundances between the two sites)
— (average pre-intervention difference in
expected abundances between the two sites)
=3 + A 4

If desired, one can replace ‘‘ expected abundances’” by
‘“mean censused abundance, over possible outcomes of
the abundance-producing process’ (Stewart-Oaten
2003). Note that & is an unbiased estimator of the in-
tervention effect (i.e., E() = &) only if the two av-
erages in Eq. 4 are identical, i.e., if A = 0.

There are many ways that the time series of p, (1)
and pc(t) could, fortuitously, have the property that A
= 0, but the most natural is that the mean trajectories
of abundance in the two sites are parallel (i.e., p,(t) —
pc(t) is constant for all t). This is the so-called ** ad-
ditivity” assumption.

One'sview of the usefulness of BACI analysisthere-
fore hinges on how likely one thinks it is that A = O.
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if =0 and A=0
if =0 and A>0

Density function

Value of statistic

Fic. 1. Schematic diagram of the probability density
function of the BACI test statistic, §, when 8 = 0 and either
A = 0 (dashed line) or A > 0 (solid line). The black areais
the nominal 5% rejection region, to the right of the critical
value, c; the grey region showsthe inflated rejection ratewhen
A > 0.

Since there is no replication of the process that results
in the time series of differences, Y,(t) — Yc(t), there
are no data on which to build a view of how likely it
isthat A = 0. If A is non-zero, then we are ‘* shooting
for the wrong target”” when we estimate the interven-
tion effect 8 using Eq. 3, and the rejection frequency
of the BACI test will be too high (see Fig. 1). Note
that this result obtains whatever error structures are
assumed for the two time series of abundances and/or
the time series of differences—all we are assuming is
that the errors have mean zero.

Of course, one way to guarantee that A = 0 is to
assume that it is; nothing stops Stewart-Oaten (2003)
from “‘treating all temporal variation as stochastic, so
that wg(t) = pg a constant’”. The idea that one can
arbitrarily partition variability between signal and
noise, as if by decree, runs counter to the precepts of
frequentist statistics, which is essentially atool to pro-
vide an objective basis for doing that partitioning. Of
course, the usefulness of that tool hinges on the exis-
tence of replication at the pertinent level, which islack-
ing in the simple BACI design.

The data analyses

Hoping to take the debate beyond abstract musings
like those in the preceding sections, | assembled data
from pairs of unmanipulated units described in the eco-
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logical literature, and found that, in 15—-20% of cases,
the results of randomized intervention analysis applied
to paired ‘‘reference”’ units were statistically signifi-
cant (Murtaugh 2002). Stewart-Oaten isunfazed by this
result, for which he offers several possible explanations
(italicized):

1) Inadequate modeling of the error covariance
structure causes P values to be underestimated. My
original Table 2 shows that incorporating first-order
serial correlation in the BACI analyses—probably the
most complicated error modeling these short time se-
ries can bear—caused only a small reduction in the
false-positive rate.

2) Inadequate transformation of responses to
achieve additivity. Even if one could find a transfor-
mation that stabilized the between-unit differences be-
fore the intervention, there is no basis for projecting
that stability to the post-intervention period (i.e., for
assuming A = 0in Eq. 4).

3) If we remove the comparisons involving the Wis-
consin lake labeled TB, the rejection frequency drops
to a level indistinguishable from 0.05, using a statis-
tical criterion based on the assumption of independence
of the remaining comparisons. This assumption is pat-
ently false, which is why | avoided such calculations
in the first place. It is obvious that if one removes a
subset of the data having a high false-positive rate the
overall rate will drop. The problem is, investigators
don’t know a priori which units are going to end up
being false positives.

It is worth noting here that, in an earlier version of
the manuscript, | recorded a 39% false-positive rate in
101 comparisons of unmanipulated units. In response
to a reviewer who questioned my classifications of
“reference’” units and choices of study periods, | elim-
inated data from seven sources and reduced the time
scales of some of the other analyses.

Conclusions

Consider a pair of human subjects, A and B, whose
blood pressures are monitored over time. Suppose that
subject A is given an antihypertensive drug at time t*,
and that the difference between A's and B’s blood pres-
sures increases after t*. A BACI analysis attributes that
increase to an effect of the drug, by assuming that, in
the absence of intervention, the expected differencein
blood pressure between subjects would not vary with
time (A = 0)—an assumption | doubt many physicians
would be willing to make. Taken alone, this result has
no statistical value in testing for efficacy of the drug;
only when it is combined with results from other pairs
of subjects, having an array of A’s centering on zero,
can we construct a meaningful confidence interval for
the drug's effect. If useful statistical inference could
be based on a single pair of subjects, why do medical
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scientists work so hard to boost enrollment in clinical
trials?

Ecologists have long recognized the importance of
ecosystem-level studies, which often preclude repli-
cation. But, are we justified in relaxing our statistical
standards because |akes and forests are harder to ‘““ en-
roll”” and measure than are human subjects, or because
we feel compelled to ‘““ get something significant”” out
of the enormous effort required to do ecological ex-
periments on a large scale?

Proponents of BACI analysis have defended their
approach by asserting, correctly, that inference cannot
be extended beyond that specific pair of sites. | would
argue that, taken alone, such inference gives a biased
estimate of the intervention effect, and, in any case, in
real studies authors are almost always interested in
making general statements about the effect of an in-
tervention on sites like those used in the study. Such
inference must be based on designs having some rep-
lication of control and/or manipulated units (e.g., see
Del ucia et al. 1999, Stanley et al. 2002).

Does that mean that unreplicated ecosystem-level
manipulations are without merit? Of course not. Would
the studies of Likens et al. (1970) on a single pair of
watersheds be more compelling if they had been ac-
companied by BACI-derived P values? Would their
results have been less compelling if three pairs of wa-
tersheds had been used, and an analysis correctly based
on this level of replication yielded P = 0.10? In my
opinion, this sort of slavish devotion to P values (and,
yes, confidence intervals) gets in the way of good sci-
ence.

Stewart-Oaten (2003) views my skepticism about
BACI analyses as an ‘“‘abdication of responsibility,”
an abandonment of the objectivity that we must bring
to scientific investigations. | would respond that no P
values are better than incorrect ones. As a statistician,
I could not agree more that ‘‘ properly carried out and
explained, [statistical inference] can be thought of as
a systematized, objective form of common sense.”” Im-
properly carried out, statistical inference can be mis-
leading, distracting, and detrimental to the progress of
science.
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